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Abstract: In the present contribution, we introduce a wireless optical communication-based
system architecture which is shown to significantly improve the reliability and the spectral
and power efficiency of the transcutaneous link in cochlear implants (CIs). We refer to the
proposed system as optical wireless cochlear implant (OWCI). In order to provide a quantified
understanding of its design parameters, we establish a theoretical framework that takes into
account the channel particularities, the integration area of the internal unit, the transceivers
misalignment, and the characteristics of the optical units. To this end, we derive explicit
expressions for the corresponding average signal-to-noise-ratio, outage probability, ergodic
spectral efficiency and capacity of the transcutaneous optical link (TOL). These expressions
are subsequently used to assess the dependence of the TOL’s communication quality on the
transceivers design parameters and the corresponding channels characteristics. The offered
analytic results are corroborated with respective results from Monte Carlo simulations. Our
findings reveal that OWCI is a particularly promising architecture that drastically increases the
reliability and effectiveness of the CI TOL, whilst it requires considerably lower transmit power
compared to the corresponding widely-used radio frequency (RF) solution.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

During the past decades, medical implants have been advocated as an effective solution to
numerous health issues due to the quality of life improvements they can provide. One of the most
successful application of such devices is cochlear implants (CIs), which have restored partial
hearing to more than 350, 000 people worldwide, half of whom are pediatric users who ultimately
develop nearly normal language capability [1, 2]. A typical CI consists of an out-of-body unit,
which uses a microphone to capture the sound, converts it into a radio frequency (RF) signal
and wirelessly transmits it to an in-body unit. Conventional CIs exploit near-field magnetic
communication technologies and typically operate in low RF frequencies, from 5 MHz to 49 MHz,
while their transmit power is in the order of tens of mW [2–5]. However, the main disadvantage
of this technology is that it cannot support high data rates which are required for neural prosthesis
applications in order to achieve similar performance to that of human organs, such as the cochlea,
under reasonable transmit power constraints [6–8]. By also taking into account the interference
from other sources operating in the same frequency band, RF transmission is largely rendered a
mediocre solution [9–11].

Overcoming the above constraints in CIs calls for investigations on the feasibility of transcuta-
neous wireless links that operate in non-standardized frequency bands. In light of this and due to
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the increased bandwidth availability, the partial transparency of skin at infrared wavelengths and
the remarkably high immunity to external interference, the use of optical wireless communications
(OWCs) has been recently introduced as an attractive alternative solution to the conventional
approach (see [12–14] and the references therein). The feasibility of OWCs for the transcutaneous
optical link (TOL) has been experimentally validated in numerous contributions [10, 15–22].
Specifically, TOLs were used in [15] to establish transdermal high data rate communications
between the internal and external units of a medical system. Additionally, the TOL’s primary
design parameters and their interaction were quantified in [16], whilst the authors in [17] reported
the tradeoffs related to the design of OWC based CI. In the same context, the authors in [19]
evaluated the performance of a TOL utilized for clinical neural recording purposes in terms of
tissue thickness, data rate and transmit power. Furthermore, the characteristics of the receiver
were investigated with regard to its size and the signal-to-noise-ratio (SNR) maximization. In [10],
a low power high data rate optical wireless link for implantable transmission was presented
and evaluated in terms of power consumption and bit-error-rate (BER), for a predetermined
misalignment tolerance. Likewise, the authors in [20] verified in-vivo the feasibility of TOL,
proving that high data rates - even in the order of 100 Mbps - can be delivered with a BER
of 2 × 10−7 in the presence of misalignment fading. Nevertheless, these high data rates have
been achieved at the cost of high power consumption [23], which reached 2.1 mW . In contrast
to [20], the authors in [18] presented novel experimental results of direct and retroreflection
transcutaneous link configurations and their findings verified the feasibility of highly effective and
robust low-power consumption TOLs. Finally, a bidirectional transcutaneous optical telemetric
data link was reported in [21], whereas a bidirectional transcutaneous optical data transmission
system for artificial hearts, allowing long-distance data communication with low electric power
consumption, was described in [22].
To the best of the authors’ knowledge, the use of OWCs for establishing TOLs in CIs has not

been reported in the open technical literature. Motivated by this, in the present work, we propose
a novel system architecture which by employing OWCs improves the reliability as well as the
spectral and power efficiency of the TOL. We refer to this architecture as optical wireless cochlear
implant (OWCI). A list of the advantages and disadvantages of the OWCI and RF cochlear implant
(RFCI) is depicted in Table 1. It is noted that OWCI is in line with the advances in CIs, since
the use of optics for the stimulation of the acoustic nerve has been recently proposed [7, 24–28].
In addition, we evaluate the feasibility and the capabilities of the proposed system whilst we
provide design guidelines for the OWCI. Specifically, the technical contribution of this paper is
summarized below:

• We establish an appropriate system model for the TOL, which includes all different design
parameters and their corresponding interactions. These parameters include the thickness
of the skin through which the light is transmitted, the size of the integration area of the
optics, the degree of transmitter (TX) and receiver (RX) misalignment, the efficiency of
the optical system, and the emitter power.

• We derive a comprehensive analytical framework that quantifies and evaluates the feasibility
and effectiveness of the OWC link in the presence of misalignment fading. In this context,
we provide novel closed-form expressions for the instantaneous and average SNR, which
quantifies the received signal quality. Additionally, we evaluate the outage performance
and the capacity of the optical link by deriving tractable analytic expressions for the outage
probability and the spectral efficiency. These expressions take into account the technical
characteristics of the link as well as the transcutaneous medium particularities; hence, they
provide meaningful insights into the behavior of the considered set up, which can be used
as design guidelines of such systems. Finally, we deduce novel expressions and simple
bounds/approximations for the evaluation of the OWCI capacity. Interestingly, our findings
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Table 1. Comparison between OWCIs and RFCIs.
OWCIs RFCIs

Unprecedented increase Relatively limited
in bandwidth bandwidth

High achievable data rate Mediocre data rate
Low interference: Solar and

ambient light are the main sources Very high interference from other
of interference and can be electronic and electrical appliances

easily mitigated or even cancelled
Safer for the human health Of questionable safety

due to the low transmission power concerning the human body
Low power demands High power demands

Comparable cost
Mature technology that can exploit
the particularities of novel materials Mature technology
(e.g. graphene) to achieve improved that allows compact designs
features in the same integration area
Existing design guidelines from several Matured
standards (i.e. IEEE Std 1073.3.2-2000, standardization

IEC Laser Safety Standard, IrDA, (i.e. IEEE 802.15.4,
JEITACp-1223,EuropeanCOST 1101,etc.) IEEE Std 1073.3.2-2000, etc.)

Stringent alignment requirements Susceptible misalignment

reveal the superior reliability and effectiveness of OWCI compared to the baseline CI RF
solution.

The remainder of this paper is organized as follows: The system model of the OWCI is
described in Section 2. In Section 3, we provide the analytical framework for quantifying the
performance of the OWCI by deriving novel analytic expressions for the instantaneous and
average SNR, the outage probability, as well as the spectral efficiency and the channel capacity.
Respective numerical and simulation results, which illustrate the performance of the OWCI along
with useful related discussions are provided in Section 4. Finally, closing remarks and a summary
of the main findings of this contribution are presented in Section 5.

Notations: Unless stated otherwise, in this paper, | · | denotes absolute value, exp(·) represents
the exponential function, while log2(·) and ln(·) stand for the binary logarithm and the natural
logarithm, respectively. In addition, P (A) denotes the probability of the eventA, whereas erf(·)
denotes the error function and Φ(·, ·, ·) represents the Lerch Φ function [29].

2. System model

As illustrated in Fig. 1, the main parts of the OWCI are the external unit, the propagation medium
(skin) and the internal unit [30, 31]. The external unit consists of a microphone that captures the
sound, followed by the sound processor responsible for the digitization and compression of the
captured sound into coded signals. The coded signal is then forwarded to the transmitter (TX),
which conveys the data to the RX in the internal unit. The internal unit consists of the RX which
is embedded in the skull, a digital signal processing (DSP) unit, a stimulation (STM) unit and an
electrode array implanted in the cochlea. The DSP and STM units operate together in order to
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modulate the received signal into pulses of electrical current that are capable of stimulating the
auditory nerve. Finally, the electrode array delivers the signal to the auditory nerve, where it is
interpreted as sound by the brain.
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Fig. 1. System architecture of OWCI. In this figure ‘DSP unit’ and ‘STM unit’ denote the
digital signal processing and stimulation units, respectively.

We assume that the transmitted signal, x, is conveyed over the wireless channel, h, with
additive noise n. Therefore, the baseband equivalent received signal can be expressed as [32–34]

y = Rhx + n (1)

where R denotes the responsivity of the RX’s photodiode, which is given by

R = η
q
pv
. (2)

In (2), η represents the quantum efficiency of the photodiode, q is the electron charge, v denotes
the photons’ frequency and p is the Planck’s constant.
Likewise, the channel, h, can be expressed as [18]

h = hlhp (3)

where hl and hp denote, respectively, the deterministic channel coefficient, due to the propagation
loss, and the stochastic process that models the geometric spread, due to the misalignment fading.
Also, we assume a Gaussian spatial intensity profile of the beam waste on the RX plane at
distance δ from the TX, wδ , and a circular aperture of radius β. As a result, the stochastic term
of the channel coefficient, hp, represents the fraction of the collected power due to geometric
spread with radial displacement r from the origin of the detector. Moreover, by assuming that
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the elevation and the horizontal displacement (sway) follow independent and identical Gaussian
distributions, as in [35], we observe that the radial displacement at the RX follows a Rayleigh
distribution.

To this effect, the deterministic term of the channel coefficient can be evaluated as [36, eq. 10.1]

hl = exp
(
−

1
2
α(λ)δ

)
(4)

where α(λ) represents the skin attenuation coefficient at wavelength λ and δ denotes the total
dermis thickness, which is approximately equivalent to the TX-RX distance. The skin attenuation
coefficient can be derived from [37–43]. It is worth noting that according to [36], the term skin
refers to the complex biological structure composed by three essential layers, namely stratum
corneum, epidermis, and dermis. Furthermore, as in [10], the TX and the RX are in contact with
the outer (epidermal) and inner (adipose) side of the skin. As a result, the distance between TX
and RX can be approximated by the skin thickness.
In the same context, the noise component can be expressed as

n = ns + nth (5)

where ns, and nth represent the shot noise and the thermal noise, respectively, which can be
modelled as zero-mean Gaussian processes [13].
In more detail, the shot noise can be expressed as

ns = nb + nDC (6)

where nb , and nDC represent the background shot noise and dark current shot noise, respectively,
which can be also modeled as a zero-mean Gaussian processes with variances

σ2
b = 2qRBPb (7)

and

σ2
DC = 2qBIDC (8)

respectively [18, 34]. It is noted that the term B in (7) and (8), denotes the communication
bandwidth, R is the responsivity of the detector, Pb is the background optical power, and IDC
is the intensity of the dark current which is generated by the photodetector in the absence of
background light, and stems from thermally generated electronâĂŞhole pairs.

Finally, nth represents the thermal noise, which is caused by thermal fluctuations of the electric
carriers in the receiver circuit, and can be modelled as a zero-mean Gaussian process with
variance σ2

th. As a result, since nb, nDC, and nth are zero-mean Gaussian processes [13, 18], n
also follows a zero-mean Gaussian distribution with variance

σ2 = σ2
b + σ

2
DC + σ

2
th. (9)

3. Performance analysis

In this section, we provide the mathematical framework that quantifies the performance of the
proposed system. In this context, we derive closed-form expressions for the instantaneous and
average SNR, outage probability and ergodic spectral efficiency and capacity. Capitalizing on
them, we also derive simple and tight lower bounds for the ergodic capacity that provide useful
insights. Hence, these expressions can be used to validate the feasibility of the system as well as
to introduce design guidelines for its effective utilization.
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3.1. Evaluation of the average SNR

Based on (1)-(9), the instantaneous SNR can be obtained as [44]

γ =
R2 exp (−α(λ)δ) h2

pPs

2qRBPb + 2qBIDC + σ
2
th

(10)

or equivalently

γ =
R2 exp (−α(λ)δ) h2

p P̃s

2qRPb + 2qIDC + N0
(11)

where Ps denotes the average optical power of the transmitted signal, whereas P̃s and N0 represent
the signal and noise optical power spectral density (PSD), respectively.
The average SNR in the considered set up is derived in the following theorem.

Theorem 1 The average SNR in the considered system can be expressed as

γ̃ =
R2 exp (−α(λ)δ) P̃s

2qRPb + 2qIDC + N0

ξA2
0

ξ + 2
(12)

where [45]

A0 = [erf (υ)]2 (13)

denotes the fraction of the collected power in case of zero radial displacement, with

υ =

√
πβ
√

2wδ

. (14)

In the above equations, β and wδ denote, respectively, the radius of the RX’s circular aperture and
the beam waste (radius calculated at e−2) on the RX plane at distance δ from the TX. Moreover,
ξ is the square ratio of the equivalent beam radius, weq, and the pointing error displacement
standard deviation at the RX, namely

ξ =
w2

eq

4σ2
s

(15)

with σ2
s denoting the pointing error displacement (jitter) variance at the RX, whereas

w2
eq = w2

δ

√
π erf (υ)

2υ exp
(
−υ2) . (16)

Proof 1 The proof is provided in Appendix A.

From (12), it is evident that the average SNR depends on the transmission PSD, the skin
particularities, namely skin attenuation and thickness, the RX’s characteristics, and the intensity
of the misalignment fading. It is also noted that since the skin attenuation is a function of the
wavelength, the average SNR is also a function of the wavelength.

3.2. Evaluation of the ergodic spectral efficiency

In this section, we quantify the OWCI capability in terms of spectral efficiency. In this context, a
novel closed-form expression for the ergodic spectral efficiency of the proposed system is derived
in the following theorem.
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Theorem 2 The ergodic spectral efficiency of the considered set up can be expressed as

C =
1
2

log2

(
1 + B(λ)A2

0

)
−

1
2

A2
0B(λ)

ln(2)
Φ

(
−A2

0B(λ), 1, 1 +
ξ

2

)
(17)

where

B(λ) =
ψR2 exp (−α(λ)δ) P̃s

2qRPb + 2qIDC + N0
. (18)

Proof 2 The proof is provided in Appendix B.

It is recalled that the Shannon ergodic spectral efficiency in C = 1
2E

[
log2 (1 + ψγ)

]
is a

valid exact expression for deriving the ergodic spectral efficiency for the heterodyne detection
technique, while it acts as a lower bound for the IM/DD scheme [46, eq. (26)] and [47, eq. (7.43)].
Hence, the derived ergodic spectral efficiency in (17) is correspondingly an exact solution for the
heterodyne detection technique and a lower bound for the IM/DD technique.
Furthermore, it is noticed that (17) is an exact closed-form expression that can be straightfor-

wardly computed using popular software packages. Based on this, we can also derive a simple
lower bound for the ergodic spectral efficiency that provide useful insights on the impact of the
involved parameters.

Proposition 1 The ergodic spectral efficiency can be lower bounded as follows:

C >
1
2

log2

(
1 + B(λ)A2

0

)
−

1
ξ ln(2)

(19)

Proof 3 The proof is provided in Appendix C.

It is noted here that the above lower bound is particularly tight; as a result, equation (19) can
also considered as a highly accurate bounded approximation of the ergodic spectral efficiency.

Based on the above and with the aid of (12), it follows that (17) can be equivalently rewritten as

C =
1
2

log2

(
1 + ψ

ξ + 2
ξ

γ̃

)
−

ψ

2 ln(2)
ξ + 2
ξ

γ̃Φ

(
−ψ

ξ + 2
ξ

γ̃, 1, 1 +
ξ

2

)
(20)

which with the aid of Proposition 1 it can be lower bounded as follows:

C =
1
2

log2

(
1 + ψ

ξ + 2
ξ

γ̃

)
−

1
ξ ln(2)

. (21)

It is noticed in (20) that the ergodic spectral efficiency depends on the level of misalignment,
modeled by the term ξ, and the average SNR.

3.3. Evaluation of the ergodic capacity

Based on the presented channel model, the optical transcutaneous link is wavelength selective.
Also, the bandwidth over which the channel transfer function remains virtually constant is hereby
denoted as ∆ f . Thus, the capacity can be obtained by dividing the total bandwidth, B, into
K narrow sub-bands and then summing up the individual capacities [48]. The ith sub-band is
centered around the wavelength λi , with i ∈ [1,K], and it has width ∆ f . If the subband width is
sufficiently small, the sub-channel appears as wavelength non-selective. As a consequence, by
assuming full CSI knowledge at both the TX and the RX, the resulting capacity in bits/s can be
expressed as

CB =
1
2

K∑
i=1
∆ f

(
log2

(
1 + B(λi)A2

0

)
−

A2
0B(λi)

ln(2)
Φ

(
−A2

0B(λi), 1, 1 +
ξ

2

))
. (22)
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Of note, for the special case in which B ≤ ∆ f , equation (22) becomes

CB =
1
2

B log2

(
1 + B(λ)A2

0

)
−

1
2

B
A2

0B(λ)

ln(2)
Φ

(
−A2

0B(λ), 1, 1 +
ξ

2

)
(23)

which is a common case since the values of ∆ f are in the order of GHz, whereas those of B are
in the order of MHz. Based on this and with the aid of Proposition 1, equations (22) and (23)
can be lower bounded as follows:

CB >
1
2

K∑
i=1
∆ f log2

(
1 + B(λi)A2

0

)
−

1
ξ ln(2)

(24)

and

CB >
1
2

B log2

(
1 + B(λ)A2

0

)
−

B
ξ ln(2)

(25)

respectively. As in the previous scenarios, the above inequalities are particularly tight; as a result,
they can be also considered as simple and accurate approximations.

3.4. Evaluation of the outage probability

The reliability of the OWCI can be additionally evaluated in terms of the corresponding outage
performance. To this end, we derive the outage probability of the considered set up in the
presence of misalignment fading which is a critical factor in optical wireless communication
systems.

Theorem 3 The outage probability of the considered system can be expressed as

Po(γth) =


1
A
ξ
0

(
2qRPb+2qIDC+N0
R2 exp(−α(λ)δ)P̃s

γth

) ξ
2
, γth ≤

R2 exp(−α(λ)δ)A2
0 P̃s

2qRPb+2qIDC+N0
,

1, otherwise.
(26)

Proof 4 The proof is provided in Appendix D.

From (26), it is evident that the maximum spectral efficiency is constrained by the PSD of the
noise components, the RX’s responsivity, the pathloss, and the intensity of the misalignment
effect. Furthermore, we observe that as the transmission signal PSD increases, the spectral
efficiency constraint relaxes.
According to (12) and (26), the outage probability can be alternatively expressed as

Po(rth) =


(

ξ
ξ+2

γth
γ̃

) ξ
2
, γth ≤

ξ+2
ξ γ̃,

1, otherwise
(27)

which indicates that for given γth and γ̃, the outage performance of OWCI improves as A0
increases. Moreover, it is shown that for a fixed γth and A0, the outage probability decreases as γ̃
increases. Finally, it is observed that as γth increases, the outage probability also increases.

3.5. Pointing error displacement tolerance in practical OCWI designs

It is evident that the derived analytic expressions in the previous sections allow the determination
of the pointing error displacement (jitter) and its variance for given quality of service requirements.
To this end, it readily follows from (26) that

σ2
s =

w2
eq

8 logH (Po (γth))
=

w2
eq ln(H)

8 ln(Po (γth))
, γth ≤

R2 exp(−α(λ)δ)A2
0 P̃s

2qRPb+2qIDC+N0
(28)
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and

σs =
weq
√

ln(H)

2
√

2 ln(Po (γth))
=

weq

2
√

2

√
α(λ)δ+ln(γth)+ln(2qRPb+2qIDC+N0)−2 ln(A0)−2 ln(R)−ln(P̃s )

ln(Po (γth))
(29)

where
H =

2qRPb + 2qIDC + N0

A2
0R2 exp (−α(λ)δ) P̃s

γth. (30)

The above expressions provide useful insights into the practical design of OCWI, since they
allow the quantification of the amount of pointing error displacement, and its variance, that can
be tolerated with respect to certain outage probability requirements. More specifically, the system
parameters, in the practical designs, will be initially selected in order to achieve a target outage
probability that is slightly better than the target one, under the assumption of no pointing error
displacement. Then, using (29) and setting in it the exact target outage probability will determine
the amount of pointing error displacement that can be tolerated for this particular system and
quality of service requirements. Conversely, for pointing error displacement levels that constrain
the target quality of service requirements, these equations can assist in determining the required
countermeasures for the incurred detrimental effects.
Finally, the above expressions allow us to express the ergodic capacity representation in (23)

in terms of the corresponding outage probability, namely

CB =
B
2

log2

(
1 + B(λ)A2

0

)
−

BA2
0B(λ)

2 ln(2)
Φ

(
−A2

0B(λ), 1, 1 +
ln(Po(γth))

ln(H)

)
(31)

which in turn allows the quantification of the required ergodic capacity for certain design
parameters and target outage probability requirements. In addition, further insights on the role
of the involved parameters on the overall system performance can be obtained by tightly lower
bounding (31) with the aid of Proposition 1, namely

CB >
B
2

log2

(
1 + B(λ)A2

0

)
−

B ln(H)
2 ln(2) ln(Po(γth)

. (32)

It is noted that similar expressions can be deduced if (26) is solved with respect to other
involved design parameters.

4. Numerical results & discussion

In this section, we evaluate the feasibility and effectiveness of OWCI by providing analytical
results and insights for different scenarios of interest as well as sets of design parameters. The
validity of the offered analytical results is extensively verified by respective results from Monte
Carlo simulations. Unless otherwise stated, we henceforth assume that the photodiode (PD)
effective area, A = πβ2, with β denoting the radius of the RX’s circular aperture, is 1 mm2. Also,
we assume that the divergence angle, θ, is 20o, whilst the skin thickness, δ, is assumed to be

equal to 4 mm and the noise optical PSD, N0, is set to
(
1.3 pA/

√
Hz

)2
[49]. The beam waist

at distance δ is determined by wδ = δ tan (θ/2), and the pointing error displacement variance,
σs, is assumed to be 0.5 mm. Moreover, according to [18] the TOL exhibits remarkably high
immunity to external interference. In addition, in the following analysis we ignore the noise
from external light sources by considering a dark-shielded receiver-to-skin interface. As a result,
the background optical power can be omitted, i.e., Pb = 0. Furthermore, the PD’s dark current,
IDC, is set to 0.05 nA whereas the quantum efficiency of the PD, η, is 0.8 [36]. Finally, the
transmitted signal power, Ps, and PSD, P̃s, are 0.1 µW and 0.01 µW/MHz, respectively, the
communication bandwidth, B, is 10 MHz, the data rate threshold, rth, is set to = 1 bits/s/Hz, the
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operation wavelength, λ, is = 1100 nm and the square ratio between the equivalent beam radius
and the pointing error displacement standard deviation (SD) at the RX, ξ, is assumed to be 1.

The remainder of this section is organized as follows: The impact of the skin thickness on the
performance of the OWCI is described in Section 4.1, while the degradation of the TOL due to
the misalignment fading is presented in Section 4.2. The joint effect of the skin thickness and
the misalignment is provided in Section 4.3. Finally, the impact of various design parameters is
analyzed in Section 4.4.
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Fig. 2. Impact of skin thickness on the OWCI’s effectiveness.

4.1. Impact of skin thickness

Figure 2(a) demonstrates the impact of skin thickness on the received signal quality in OWCIs
operating at different wavelengths. It is observed that the analytical and simulation results
coincide, which verifies the accuracy of the derived analytical framework. As expected, as the
skin thickness increases for a given wavelength, the average SNR decreases i.e. the received
signal quality degrades. For instance, the average SNR degrades by 66.6% at λ = 1500 nm as δ
changes from 4 to 10 mm, whereas for λ = 1100 nm and the same δ variation, the average SNR
degrades by 13.9%. This degradation is caused due to the skin pathloss. Additionally, we observe
that for a given skin thickness, δ, the average SNR depends on the wavelength. For example, for
δ = 6 mm and λ = 1450 nm, the average SNR is 32 dB, whereas for the same δ and λ = 1500
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nm, the average SNR is 51.3 dB. Thus, the slight 50 nm variation of the wavelength from 1450 to
1500 nm resulted in a 60% signal quality improvement. On the contrary, when λ alters from 400
nm to 500 nm, for the same δ, the average SNR increases by 56.5%. This observation indicates
the wavelength dependency of the TOL as well as the importance of appropriately choosing the
wavelength during the OWCI system design phase.

Figure 2(b) illustrates the outage probability as a function of skin thickness for different values
of SNR threshold, γth, for λ = 1500 nm. We observe that for a fixed skin thickness, the outage
probability also increases as γth increases. For example, for δ = 6 mm and γth = 0.5 bits/s/Hz,
the outage probability is about 10−5, whilst for γth = 4 and the same δ it is about 10−1.
Furthermore, for the same γth and when δ changes from 4 mm to 6 mm, it is noticed that the
outage probability decreases. On the contrary, when δ exceeds 6 mm and for the same γth, the
outage probability increases. This is because the misalignment fading drastically affects the
transmission at relatively long TX-RX distances. In other words, as the skin thickness increases,
the intensity of the misalignment fading decreases, whereas the impact of pathloss becomes more
severe.

Figure 2(c) illustrates the spectral efficiency as a function of the skin thickness and the PSD of
the transmission signal. As expected, increasing the transmission signal PSD can countermeasure
the impact of skin thickness. For example, for δ = 8 mm, an increase of the transmission PSD
from 0.001 µW/MHz to 0.01 µW/MHz results in a 56.5% increase of the corresponding spectral
efficiency. Moreover, we observe that in the worst case scenario, in which the skin thickness
is 10 mm, even with particularly low transmission signal PSD of about 0.0001 µW/MHz) the
achievable spectral efficiency is in the order of 8 bits/channel use.
In Fig. 2(d), the channel capacity is depicted as a function of the skin thickness and the

bandwidth of the system. As expected, an increase of the bandwidth for the same skin thickness
results in an increase of the TOL’s capacity. For instance, as bandwidth increases from 14 MHz
to 18 MHz, for δ = 6 mm, an improvement of about 28.6% is noticed. In addition, it is observed
that even in the worst case scenario in which the bandwidth and the skin thickness are considered
4 MHz and 10 mm, respectively, the OWCI outperforms the corresponding RF counterparts.

4.2. Impact of misalignment

In Fig. 3(a), the outage probability is illustrated as a function of the normalized SNR for different
values of ξ. In this case the normalized SNR is defined as the ratio of the average SNR to the
SNR threshold, γ̃/γth. Also, markers represent the simulation outcomes whereas the continuous
curves represent the corresponding analytical results. It is evident that the analytical results
are in agreement with the corresponding simulation results, which verifies the validity of the
presented theoretical framework. In addition, we observe that for a fixed normalized SNR, the
outage probability increases as the misalignment effect increases, i.e., it is inversely proportional
to ξ. Moreover, the OWCI performance in terms of outage probability, for a fixed ξ, improves,
as expected, as the normalized SNR increases. It is also worth noting that as the normalized
SNR increases, the misalignment has a more detrimental effect on the outage performance of
the OWCI system. For example, for normalized SNR values of 10 dB and 50 dB, the outage
probability degrades by about 76% and 99.5%, respectively, when ξ is changed from 0.1 to 1.
This indicates the importance of taking the impact of misalignment into consideration when
determining the required transmit power and spectral efficiency.
Figure 3(b) demonstrates the impact of misalignment fading on the spectral efficiency of

OWCI. Again, markers and continuous curves account for the corresponding simulation and
numerical results, respectively. The observed agreement between these results verifies the validity
of equation (23). Furthermore, it is noticed that for a given average SNR value, a decrease of ξ
constraints the corresponding spectral efficiency. For instance, for an average SNR of 40 dB, a
change of ξ from 2 to 0.1 results in a 64.8% spectral efficiency degradation, whereas, for the
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Fig. 3. Impact of misalignment on OWCI’s performance.

case of 20 dB, the corresponding spectral efficiency decreases by about 68.6%. This indicates
that the impact of misalignment fading is more severe in the high SNR regime. In addition, we
observe that the spectral efficiency increases proportionally to the average SNR for fixed values
of ξ. For example, for ξ = 0.5 the spectral efficiency increases by 100% and 60%, when the
average SNR changes from 10 dB to 20 dB and from 20 dB to 30 dB, respectively. Therefore, it
is evident that as the average SNR increases, the spectral efficiency increase is constrained.
Figure 3(c) depicts the average SNR as a function of ξ and P̃s . As expected, for fixed values

of ξ the PSD of the transmission signal is proportional to the average SNR. Moreover, for a
given P̃s , as the level of alignment increases, i.e. as ξ increases, the average SNR also increases.
For example, for ξ = 0.5, the average SNR increases by about 27.4% as the transmission
signal PSD increases from 0.001 µW/MHz to 0.1 µW/MHz. Additionally, we observe that for
P̃s = 0.001 µW/MHz, the average SNR increases by a factor of 3.2% as ξ increases from 0.4 to
0.8. This indicates that the misalignment fading affects the average SNR more subtly than the
transmission signal PSD. Finally, it becomes evident that the impact of misalignment fading can
be countermeasured by increasing the PSD of the transmission signal.
Figure 3(d), demonstrates the average SNR as a function of the operating wavelength for

different values of the jitter SD, σs . As expected, for a given wavelength, as the intensity of the
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misalignment fading increases i.e. as the jitter SD increases, the signal quality degrades and
thus the average SNR decreases. It is also noticed that the optimal operation wavelength, which
maximizes the average SNR, is 1100 nm whereas the worst performance is achieved at lower
wavelengths than 600 nm and around 1450 nm. In addition, a suboptimal operation wavelength
is around 1300 nm, while it is shown that there is an ultra wideband transmission window from
700 nm to 1300 nm. It is worth noting that several commercial optical units (i.e. LEDs and PDs)
exist in this particular window.
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Fig. 4. The joint effect of skin thickness and misalignment.

4.3. Joint effect of skin thickness and misalignment

Figure 4(a) illustrates the joint effect of skin thickness and misalignment fading in the received
signal quality in terms of the average SNR and for a wavelength of 940 nm. It is evident that
for fixed values of ξ, the average SNR decreases as the skin thickness increases. For instance,
for ξ = 0.5, the SNR decreases by 13.8% as the skin thickness increases from 5 mm to 9 mm,
whereas for ξ = 2, the SNR decreases by 13.1%, for the same skin thickness variation. This
indicates that the average SNR degradation due to skin thickness increase depends on the intensity
of the misalignment fading. In addition, we observe that for a fixed skin thickness and as ξ
increases i.e. the intensity of misalignment fading decreases, the average SNR also increases.
For example, for δ = 7 mm and when ξ changes from 0.1 to 1.5, the average SNR increases by
about 10 dB, from 65.9 dB to 75.44 dB. Finally, it is noticed that for practical values of δ and ξ,
i.e. δ ∈ [4, 10] mm and ξ ∈ [0.1, 2], the achievable average SNR is particularly high, despite the
low transmission signal PSD.
In Fig. 4(b), the outage probability is demonstrated as a function of the skin thickness and
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the jitter SD. It is evident that the impact of misalignment fading in the low δ regime is more
detrimental than in the high regime. This is expected since, as illustrated in Fig. 4(c) and for a
fixed spatial jitter, the skin thickness is proportional to the probability that the RX is within the
transmission effective area. However, as δ increases the pathloss also increases, which shows that
the impact of misalignment fading is more severe than the effect of pathloss for realistic values of
skin thickness.
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Fig. 5. The impact of channel wavelength selectivity on the performance of OWCIs.

4.4. Design parameters

In this section, we present the impact of different design selections in the effectiveness of OWCIs
in terms of the average SNR, ergodic spectral efficiency and channel capacity. The investigated
design parameters are related to the transmission LED and PD physical characteristics.

4.4.1. Selecting the appropriate wavelength

Figure 5(a) depicts the outage probability as a function of the wavelength for different values of
the SNR threshold, assuming ξ = 1 and a transmission signal PSD of 0.1 µW/MHz. Moreover,
the outage probability is, as expected, proportional to γth for fixed wavelength values. For
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example, for the case of λ = 600 nm the outage probability increases approximately by 150%
as γth is changed from 0.8 to 0.9. Likewise, it is evident that a transmission window exists for
wavelengths between 700 nm and 1300 nm. It is worth noting that several commercial LEDs
and PDs exist in this wavelength range (see for example [50–54]). Finally, we observe that the
wavelength windows from 400 nm to 600 nm and around 1450 nm are not optimal for OWCIs,
since the optimal transmission wavelength is 1100 nm.

In Fig. 5(b), the ergodic capacity of the TOL is demonstrated as a function of the wavelength
and the skin thickness, under the assumption of heterodyne RX. Although the transmit power
and the bandwidth are relatively low, OWCI can achieve a capacity in the range between 1 Mbps
and 136 Mbps. In addition, we observe that for a fixed wavelength the skin thickness increases
as the capacity decreases. For instance, for the case of λ = 500 nm the capacity degrades by
10.3% and 12.3% as the skin thickness increases from 5 mm to 7 mm and from 7 mm to 9 mm,
respectively. Likewise, the same skin thickness alterations for λ = 1100 nm result to a respective
capacity degradation of 3.3% and 4%. Furthermore, for the same skin thickness alterations and
λ = 1450 nm, the capacity degrades by 49.5% and 85%, respectively. This indicates that the
level of the capacity degradation due to the skin thickness depends largely on the corresponding
wavelength value. Moreover, it is evident that the optimal performance in terms of spectral
efficiency is achieved at a wavelength around 1100 nm, independently of the skin thickness.
In this particular wavelength, the minimum and maximum achievable ergodic capacities are
120.87 Mbps and 135 Mbps, respectively. On the contrary, for δ ≤ 5.25 nm the worst possible
capacity is achieved at λ = 400 nm, whereas for δ > 5.25 nm it is achieved at λ = 1450 nm.
Furthermore, we observe that the optimal transmission window ranges between λ = 900 nm and
λ = 1300 nm.
Similarly, the ergodic capacity lower bound is illustrated in Fig. 5(c) as a function of the

wavelength and the skin thickness, assuming IM/DD RX. By comparing the results in Fig. 5(b)
and 5(c), we observe that in both cases the optimal, the sub-optimal and the worst transmission
wavelengths coincide. Also, it is evident that regardless of the type of the RX, the optimal
transmission window is in the range between λ = 900 nm and λ = 1300 nm. In other words, the
comparison of these figures reveals that the selection of the transmission wavelength should be
independent of the RX type.

4.4.2. TX parameters

In Fig. 6(a), the capacity of the TOL is depicted as a function of the transmit power at different
wavelengths. The considered wavelengths correspond to the best case scenario, which occurs
at the optimal wavelength of the OWCI (1100 nm), the worst case scenario based on the skin
attenuation coefficient (1450 nm), the worst case scenario based on the responsivity of the
photodetector (400 nm), two cases of wavelengths commonly used in commercial LEDs (830 nm
and 940 nm), and one scenario for an intermediate value (1400 nm). To this end, we observe
that the maximum capacity is achieved at 1100 nm, while at 830 nm, where the TSHG5510
operates [50], and 940 nm, where the IR333 [51] operates, the received capacity approaches
the optimum. This indicates that commercial optics can be effectively used in the development
of OWCIs. Interestingly, the worst case scenario at 1450 nm provides slightly higher capacity
than the one at 400 nm. As a result, we observe that both the PD’s responsivity and the skin
transmitivity drastically impact the quality of the OWCI link. Also, even though the transmit
signal power of the OWCI is considerably lower compared to the RF counterpart (in the order of
40 mW [2, 55]), the achievable data rate of the OWCI is surprisingly high, i.e. in the order of
150 Mbps. This indicates that the OWCI can achieve a substantially higher power and data rate
efficiency compared to the corresponding conventional RF system.

In Fig. 6(b), the average SNR is illustrated as a function of the TX’s divergence angle and the
jitter SD. We observe that the value of average SNR decreases at an increase of the divergence
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Fig. 6. The impact of TX design parameters on the performance of OWCI.

angle and the jitter SD. For instance, for θ = 20o, as jitter SD increases from 0.1 mm to 1 mm,
the average SNR increases by 10.22%. In addition, it is noticed that for a fixed σs = 0.5 mm
the average SNR increases by about 9.8% as the divergence angle varies from 10o to 30o. This
indicates that by employing LEDs with low divergence angle, we can countermeasure the impact
of misalignment fading.
In Fig. 6(c), the ergodic capacity is illustrated as a function of the skin thickness and the

divergence angle, assuming heterodyne RX. It is shown that for a fixed θ, the capacity decreases as
δ increases. For example, for θ = 15o and δ = 5 mm, a 128.77 Mbps ergodic capacity is achieved,
whereas for the same θ and δ = 10 mm, the ergodic capacity is 119.43 Mbps. Therefore, a 7.25%
ergodic capacity degradation occurs when the skin thickness doubles. On the contrary, for a
given δ the capacity is inversely proportional to θ; hence, we observe that by decreasing the
divergence angle, we can countermeasure the incurred pathloss effect. For instance, for the case
of δ = 8 mm, a 5% capacity increase is achieved when the divergence angle changes from 20o to
10o.

Figure 6(d), depicts the capacity of the TOL as a function of the transmission bandwidth
and PSD. As expected, for a fixed transmission PSD the capacity of the system improves as the
available bandwidth increases. For example, for P̃s = 0.001 µW/MHz, the capacity improves
by approximately 200% as the bandwidth increases from 6 MHz to 18 MHz. In addition, we
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observe that for a certain bandwidth, an increase of the transmission PSD improves the system
capacity by a lesser factor. For instance, when the bandwidth is 10 MHz and transmission PSD
increases from 0.001 µW/MHz to 0.1 µW/MHz, the TOL’s capacity also increases by a factor
of 29.6%. This indicates that the bandwidth affects the quality of the TOL more severely than
the transmission PSD.

4.4.3. RX parameters

This section discusses the impact of the physical characteristics of the RX optical unit. To this
end, Fig. 7(a) exhibits the proportionality of the spectral efficiency with respect to the effective
area, A, of the PD for a given divergence angle, θ. For instance, a 24.9% spectral efficiency
increase can be achieved at θ = 20◦ by increasing the PD’s effective area from 0.1 mm2 to 1 mm2.
On the contrary, the spectral efficiency is inversely proportional to θ for a fixed A. For example, a
11.4% spectral efficiency degradation occurs for A = 1 mm2 when θ increases from 20o to 40o.

Figure 7(b) depicts the average SNR as a function of the PD’s effective area and quantum
efficiency, η. We observe that the value of average SNR increases as A and η increase. For
example, for η = 0.3 and A = 0.5 mm2 the average SNR is approximately 71.86 dB, while for the
same η and A = 1.5 mm2, it is approximately 79.12 dB. In addition, in the case of A = 1 mm2

and η = 0.2, the average SNR is approximately 73.1 dB, whilst for the same A and η = 0.8, it is
approximately 85.15 dB.
Figure 7(c) presents the average SNR as a function of the wavelength and the PD’s quantum

efficiency. We observe that the OWC link achieves an average SNR in the range between 35 dB
and 88 dB. In addition, the PD’s quantum efficiency is, as expected, proportional to the average
SNR for a fixed wavelength. Also, as analyzed in Fig. 3(d), it becomes evident that a transmission
window exists for wavelengths between 700 nm and 1300 nm, where the link achieves the highest
values for the average SNR. Furthermore, for the optimal value at λ = 1100 nm, as η increases
from 0.2 to 0.8 the average SNR increases by 16.5%. This indicates that the selection of the
operation wavelength is more critical than the quantum efficiency of the PD.

Figure 7(d) illustrates the ergodic capacity as a function of the skin thickness and the effective
area of the PD. It is noticed that regardless of the values of δ and A, the ergodic capacity is in the
range between 82 Mbps and 140 Mbps, which is substantially higher than the achievable rate in
the baseline RF CI solution that does not exceed 1 Mbps [2,55]. As expected, as δ increases for a
fixed A, the pathloss increases and therefore the capacity decreases. For instance, as δ increases
from 5 mm to 9 mm, for A = 1 mm2, the capacity of the system decreases by a factor of 7.4%.
On the contrary, the ergodic capacity also increases as A increases, for a given δ. For example,
for δ = 6 mm, the ergodic capacity increases by 88.7% when A varies from 0.5 mm2 to 1.5 mm2.
In other words, an increase on the PD’s effective area can countermeasure the pathloss effect.

In Fig. 7(e), we demonstrate the joint effect of the PD’s quantum efficiency and skin thickness
on the OWCI performance in terms of the ergodic capacity. It is evident that increasing the
quantum efficiency can prevent the capacity loss due to the skin thickness. For example, a
PD with η = 0.3 achieves an ergodic capacity of 114.86 Mbps for δ = 4 mm, whilst a similar
performance can be achieved for η = 0.7 when the skin thickness is 9 mm.
In Fig. 7(f), we illustrate the impact of the PD effective area on the corresponding spectral

efficiency for different values of transmission PSD and different type of RXs, namely heterodyne
and IM/DD. As anticipated, the spectral efficiency is proportional to P̃s for a fixed PD effective
area. Moreover, for a given P̃s, as the PD effective area increases, the spectral efficiency
also increases. For instance, for P̃s = 1 µW/MHz and heterodyne RX, the spectral efficiency
increases by 7.9% when the PD effective area changes from 0.5 mm2 to 1 mm2, whereas from
the same signal PSD a PD with an effective area of 1.5 mm2 can achieve 4.12% higher spectral
efficiency compared to a PD with effective area of 1 mm2. This indicates that as the PD effective
area increases, the spectral efficiency gain is not linearly increased. Finally, we observe that for
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a given signal PSD and PD effective area, the heterodyne RX outperforms the corresponding
IM/DD RX. For example, for P̃s = 1 µW/MHz and A = 1 mm2, the use of IM/DD instead of
heterodyne RX reduces the spectral efficiency by about 3.6%. However, it is worth noting that
IM/DD exhibits considerably lower complexity compared to the corresponding heterodyne RX.

5. Conclusion

The above findings revealed that OWCIs outperforms the corresponding baseline CIs in terms of
received signal quality, outage performance, spectral efficiency and channel capacity. In addition,
they require significantly less transmit power, which renders them highly energy efficient. Notably,
this difference in required power is about three orders of magnitude, since OWCI can achieve
Mbps capacity levels with only few µW, contrary to conventional RF based CIs that require at
least few mW to achieve this capacity. Furthermore, another advantage of OWCIs in comparison
with RF based CI solutions is that they operate in a non-standardized frequency region, where
there is a significantly large amount of unexploited bandwidth; as a result, there is no interference
from other medical implanted devices. Therefore, it is evident that all these factors constitute
OWCI a particularly attractive alternative to the RF CI solution.

Appendices

Appendix A

Proof of Theorem 1

According to (11), the instantaneous SNR is a random variable (RV) that follows the same
distribution as h2

p . Therefore, in order to derive the average SNR of the optical link, we first need
to identify the distribution of h2

p .
By assuming that the spatial intensity of wδ on the RX plane at distance δ from the TX and

circular aperture of radius β, the stochastic term of the channel coefficient, which represents
the fraction of the collected power due to geometric spread with radial displacement r from the
origin of the detector, can be approximated as

hp ≈ A0 exp

(
−

2r2

w2
eq

)
. (33)

This is a well-known approximation that has been used in several reported contributions (see for
example [45, 56], and references therein).
Moreover, by assuming that the elevation and the horizontal displacement (sway) follow

independent and identical Gaussian distributions and based on [35],we observe that the radial
displacement at the RX follows a Rayleigh distribution with a probability density function (PDF)
given by [57]

fr (r) =
r
σ2
s

exp
(
−

r2

2σ2
s

)
, r > 0 (34)

By combining (33) and (34), the PDF of hp can be expressed as

fhp (x) =
ξ

Aξ
0

xξ−1, 0 ≤ x ≤ A0 (35)

while, its cumulative distribution function (CDF) can be obtained as

Fhp (x) ,
∫ x

0
fy (x) dy (36)
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which upon substituting (35) in (36) and performing the integration yields

Fhp (x) =


1
A
ξ
0

xξ 0 ≤ x ≤ A0

1, x ≥ A0

(37)

The CDF of h2
p can be obtained as

Fh2
p
(x) = P

(
h2
p ≤ x

)
= P

(
hp ≤

√
x
)
= P

(
hp ≤

√
x
)
= Fhp

(√
x
)

(38)

which, by using (37), can be rewritten as

Fh2
p
(x) =


1
A
ξ
0

xξ/2 0 ≤ x ≤ A2
0

1, x ≥ A2
0

. (39)

Moreover, the PDF of h2
p can be obtained as

f |2p (x) =
dFh2

p
(x)

dx
(40)

or, by employing (39) as

fh2
p
(x) =

ξ

2Aξ
0

xξ/2−1. (41)

Finally, the average SNR can be defined as

γ̃ = E[γ]. (42)

Thus, by substituting (11) into (42), and using (41), we obtain

γ̃ =
R exp (−α(λ)δ) P̃s

2qRPb + 2qIDC + N0

ξ

2Aξ
0

∫ A2
0

0
xξ/2dx (43)

which, by performing the integration yields (12), which concludes the proof.

Appendix B

Proof of Theorem 2

By assuming full knowledge of the channel state information (CSI) at both the TX and the RX, the
ergodic spectral efficiency, C, (in bits/channel use) can be obtained by [47, eq. (7.43)], [58, eq.
(9.40)] and [32, 59–69], namely

C =
1
2
E

[
log2 (1 + ψγ)

]
(44)

where

ψ =


1, for heterodyne RX
e

2π , for IM/DD RX
(45)
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or equivalently

C =
1
2

∫ A

0
log2

(
1 + ψ

R2 exp (−α(λ)δ) x2P̃s

2qRPb + 2qIDC + N0

)
fhp (x)dx. (46)

By substituting (35) into (46) and after some algebraic manipulations, equation (46) is given by

C =
ξ

2Aξ
0 ln (2)

I (47)

where

I =

∫ A0

0
xξ−1 ln(1 + B(λ)x2)dx (48)

or

I =
1
ξ

∫ A0

0
ln(1 + B(λ)x2)

dxξ

dx
dx. (49)

By applying integration by parts into (49), we obtain

I =
1
ξ

Aξ
0 ln

(
1 + B(λ)A2

0

)
−

1
ξ

∫ A0

0

xξ

1 + B(λ)x2 dx (50)

which, by using [29], can be expressed as

I =
1
ξ

Aξ
0 ln

(
1 + B(λ)A2

0

)
−

1
ξ

Aξ+2
0 B(λ)Φ

(
A2

0B(λ), 1, 1 +
ξ

2

)
. (51)

Finally, by substituting (51) into (47), and after some mathematical manipulations, we obtain (17),
which concludes the proof.

Appendix C

Proof of Proposition 1

It is recalled that the Lerch-Φ function can be expressed in integral form as

Φ(a, b, x) ,
1
Γ(b)

∫ ∞

0

yb−1e−xy

1 − ae−y
dy. (52)

Based on this and recalling that Γ(1) , 0!, it immediately follows that

C =
1
2

log2

(
1 + B(λ)A2

0

)
−

1
2

A2
0B(λ)

ln(2)

∫ ∞

0

e−
(
1+ ξ

2

)
y

1 + A2
0B(λ)e

−y
dy. (53)

Notably, 1 + A2
0B(λ)e

−y > A2
0B(λ)e

−y , which when A2
0B >> 1 becomes 1 + A2

0B(λ)e
−y '

A2
0B(λ)e

−y . To this end, equation (54) cen be lower bounded as follows:

C >
1
2

log2

(
1 + B(λ)A2

0

)
−

1
2

A2
0B(λ)

ln(2)

∫ ∞

0

e−
(
1+ ξ

2

)
y+y

A2
0B(λ)

dy. (54)

Therefore, by evaluating the above basic integral and after some algebraic manipulations one
obtains (19), which concludes the proof.
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Appendix D

Proof of Theorem 3

We recall that the outage probability is defined as the probability that the achievable spectral
efficiency, C, falls below a predetermined threshold, rth, i.e.

Po(rth) = Pr(C ≤ rth) = Pr(γ ≤ γth) (55)

where rth and γth represent the data rate threshold and the SNR threshold, respectively, whereas

γth =
22rth − 1

ψ
. (56)

Thus, with the aid of (11), equation (55) can be rewritten as

Po(γth) = Pr

(
h2
p ≤

2qRPb + 2qIDC + N0

R2 exp (−α(λ)δ) P̃s

γth

)
= Fh2

p

(
2qRPb + 2qIDC + N0

R2 exp (−α(λ)δ) P̃s

γth

)
(57)

where Fh2
p
(·) denotes the cumulative distribution function (CDF) of the stochastic process h2

p,
and can be deduced from (35). As a result, (55) can be rewritten in closed-form as in (26), which
concludes the proof.
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